Sub-Project A) Install & Configure VNX 5500
A1) Please provide the complete configuration (part numbers, quantities, and descriptions) for the VNX 5500 that was purchased.  This should include all hardware and software components that have been purchased.  (Prices need not be included.)

	1
	8
	INTCAB-PWRCRD
	C14-TO-C13 1METER INTERNAL CAB PWR CORDS

	2
	1
	PSINST-ESRS
	ZERO DOLLAR ESRS INSTALL

	3
	1
	RP-CLARIION
	RP CLARIION SPLITTER (CONFIG)

	4
	1
	M-PREHW-001
	PREMIUM HARDWARE SUPPORT

	5
	4
	VNX-RPHW-G4U
	GEN4 RPA FOR VNX ADD APPLIANCES ONLY

	6
	1
	RP-LNX-GPL
	RECOVERPOINT LINUX GPLV3 DISTRIBUTION

	7
	128
	CE-TU0001
	1 TRAINING UNITS VALID 1YR (EMC)

	8
	1
	MISC
	VX-VS6F10055P 2x100GB 3.5 EFD - VNX5500 USD Flash Pro

	9
	1
	VNX5500DP15
	VNX5500 DPE; 15X3.5 DRIVE SLOTS-EMC RACK

	10
	1
	VNXRACK-40U
	VNX 40U RACK WITH CONSOLE

	11
	10
	VNX6GSDAE15
	VNX 15X3.5 IN 6GB SAS EXP DAE -EMC RACK

	12
	1
	VNXCS
	VNX CONTROL STATION-EMC RACK

	13
	1
	VNXCS2
	VNX 2ND CONTROL STATION-EMC RACK

	14
	2
	VDMM1GCUA
	VNX 1GBASE-T DM MODULE 4 PORT

	15
	2
	VDMMXG2OPA
	VNX 10GBE 2 OP MODULE (2 SFP+)

	16
	1
	VNX5500DM
	VNX5500 ADD ON DATA MOVER+FC SLIC-E R

	17
	1
	VNX5500DME
	VNX5500 DME: 1 DATA MOVER+FC SLIC-E R

	18
	51
	VX-VS07-020
	2TB 7200RPM 6GB SAS 3.5 CARRIER

	19
	21
	VX-VS15-300
	300GB 15K 520BPS 6GB SAS 3.5 CARRIER

	20
	64
	VX-VS10-600
	600GB 10K 520BPS 6GB SAS 3.5 CARRIER

	21
	8
	VX-VS6F-100
	100GB 6GB SAS FLASH DRIVE

	22
	1
	V-VX-V30010
	3.5 300G 10K VAULT PCK 6GSDAE/DPE

	23
	5
	FLVXVS6F-200
	200GB FAST CACHE FLASH-15X3.5 DPE/DAE

	24
	1
	PW40U-60-USV
	CAB QUAD POWER CORD US TWISTLOCK

	25
	1
	VNX55-KIT
	DOCUMENTATION KIT FOR VNX5500

	26
	1
	M-PREHW-001
	PREMIUM HARDWARE SUPPORT

	27
	1
	M-PRESW-001
	PREMIUM SOFTWARE SUPPORT

	28
	1
	WU-PREHW-001
	PREMIUM HARDWARE SUPPORT - WARR UPG

	29
	1
	ESRS-GW-200
	EMC SECURE REMOTE SUPPORT GATEWAY CLIENT

	30
	1
	UNIU-V55
	UNISPHERE FOR UNIFIED FOR A VNX-5500

	31
	1
	BASEP-V55
	BASE FILE LICENSE (CIFS&FTP) FOR VNX5500

	32
	1
	ADVP-V55
	ADV FILE LICENSE (NFS; MPFS&PNFS)VNX5500

	33
	1
	FSTS-V55
	FAST SUITE FOR VNX5500

	34
	1
	LPS-V55
	LOCAL PROTECTION SUITE  FOR VNX5500

	35
	1
	RPS-V55
	REMOTE PROTECTION SUITE FOR VNX5500

	36
	1
	VNXOE-55
	VNX OE LICENSE MODEL FOR VNX5500

	37
	102
	VNXOECAPTB
	VNX OE PER TB HI CAP-VNX5500;5700;7500

	38
	46
	VNXOEPERFTB
	VNX OE PER TB PER FOR VNX5500;5700;7500

	39
	1
	VSPM1GI4CUA
	VNX 4 PT 1GBASE-T ISCSI IO MOD PR

	40
	1
	VSPM8GFFEA
	VNX 4 PORT 8G FC IO MODULE PAIR

	41
	1
	VNXFCSFP
	ADDITIONAL 8 G SFP FOR VNX5500


A2) Please provide the complete technical specifications for the Fibre Channel switches involved in the VNX 5500 implementation (model numbers, firmware versions, SFP's being used, copper or optical cables being used, etc.).

	1
	2
	DSBRLKT-B
	DSB SW GEN RCK KIT -B

	2
	2
	DS-5300B-8G
	DS-5300B 48P/80P 8G BASE SWITCH

	3
	2
	PS-BAS-INSW
	GENERIC SWITCH OR BLADE INSTAL

	4
	1
	M-PREHW-001
	PREMIUM HARDWARE SUPPORT

	5
	1
	WU-PREHW-001
	PREMIUM HARDWARE SUPPORT - WARR UPG

	6
	2
	C13-PWR-12-B
	US/NA 5-15P TO C13 POWER CORD-B

	7
	2
	DS5300B8G16PU
	DS-5300B 8G 16PORT UPGRADE KIT


A3) Will the VNX 5500 connectivity be 8 Gbps Native Fibre Channel or 10 Gbps Fibre Channel over Ethernet (FCoE)?

8 Gbps Fibre

A4) Are the Fibre Channel switches brand new and unconfigured, or will we be modifying existing Fibre Channel fabrics?

New

A5) Are the Fibre Channel switches ISL-connected to any other FC switches, or will they be stand-alone fabrics?

Stand-alone , but maybe will need to be connected to existing switches for migration.

A6) Please describe in detail each of the hosts that will be connected to the VNX 5500.  Include OS type, OS version, applications, connectivity type (speed, physical cabling, etc.).

All Servers are fibre attached.

Db5        2008 R2 Enterprise

Db6        2008 R2 Enterprise

Devdb1                2008 R2 Enterprise

Devdb2                2008 R2 Enterprise

Devrds  2008 R2 Standard

Devrds1               2008 R2 Standard

Fs1         2008 R2 Enterprise

Fs2         2008 R2 Enterprise

Mnjad01              2008 R2 Standard

Odyrepl                2008 R2 Enterprise

Proddb1               2008 R2 Enterprise

Proddb2               2008 R2 Enterprise

Prodsrs 2008 R2 Standard

Pvs1       2008 R2 Enterprise

Pvs2       2008 R2 Enterprise

Qadb1   2008 R2 Enterprise

Qadb2   2008 R2 Enterprise

Vm1       2008 R2 DataCenter

Vm2       2008 R2 DataCenter

Vm3       2008 R2 DataCenter

Vm4       2008 R2 DataCenter

Vm6       2008 R2 Enterprise

Vm8       2008 R2 DataCenter

Vm9       2008 R2 DataCenter

Xen1      XenServer 6.0.2

Xen2      XenServer 6.0.2

Xen3      XenServer 6.0.2

Xen4      XenServer 6.0.2

DB1        2008 Enterprise

DB2        2008 Enterprise

DB3        2008 Enterprise

Dcconvdb            2008 R2 Standard

Devvibdb             2008 Standard

Exchnod1            2008 Enterprise

Exchnod2            2008 Enterprise

Mnjad02              2008 Standard   

Mnjad04              2008 Standard

Rds01    2008 Enterprise

Rds02    2008 Enterprise

Vm8       2008 R2 DataCenter

Webint3               2008 Enterprise

Webint4               2008 Enterprise

A7) Will EMC PowerPath (multipathing software) need to be installed or upgraded on any hosts?

It is currently installed on all hosts connected to SAN’s

A8) Will it be the responsibility of the customer to attach each host to the VNX 5500, or will it be the consultant's responsibility?

Customers

A9) Will the VNX 5500 be configured "block only" (Fibre Channel) or will the "file" (NAS) component be configured as well?  If the file component will be included, please provide details on the Ethernet switches that will be connecting to the NAS data movers as well as connectivity type (1 Gig, 10 Gig, copper, optical).

Block Only

A10) Please provide the overall RAID/Pool/Disk design that was planned during the EMC pre-sales cycle leading up to the purchase of the VNX 5500.


Our expectation is the vendor will perform this function as part of this project 

 

Sub-Project B) Data Migration VNX 5300 to VNX 5500
B1) Please provide the complete configuration (part numbers, quantities, and descriptions) for the VNX 5300 that was purchased.  This should include all hardware and software components that have been purchased.  (Prices need not be included.)

	1

	VNXRACK-40US

	VNX 40U RACK WITH CONSOLE


	1

	VNX53D253010

	VNX5300 DPE; 25X2.5 DRV-E R 8X300G 10K


	5

	V31-DAE-R-15

	DAE WITH 15X3.5 IN DRV SLOTS WITH RCK


	1

	V2-DAE-R-25-A

	25X2.5 IN 2U DAE FACTORY INSTALL


	1

	VNX5300CS

	VNX5300 CONTROL STATION - EMC RACK


	2

	VDMM1GCUAS

	1GBE DM MODULE 4 PORT FOR VNX5300


	1

	VNX5300DM

	VNX5300 ADD ON DM+FC SLIC-EMC RACK


	1

	VNX5300DME

	VNX5300 DME: 1 D M+FC SLIC-EMC RACK


	2

	VDMMXG2OPAS

	10GBE DM MOD 2 OP PRTS (INCL 2 SFP) FACT


	51

	V3-VS07-020

	2TB 7200RPM 6GB SAS DISK DRIVE


	42

	V3-2S10-600

	2.5 IN 600GB 10K 6GB SAS DISK DRIVE


	21

	V3-VS15-300U

	VNX51/53 300GB15K SAS UPGDRV15X3.5DPEDAE


	3

	FLV3VS6F-200

	200GB FST CACHE FLSH 15X3.5IN DPE/DAE


	1

	VNXFCSFPS

	ADDITIONAL 8 G FC SFP FOR VNX 51/53


	1

	PW40U60-USS

	RACK-40U-60 PWR CORD US


	1

	VNX53-KIT

	DOCUMENTATION KIT FOR VNX5300



	

	1

VNXSPSAS

2ND OPTIONAL SPS FOR VNX 51/53

1

UNIU-V53

UNISPHERE UNIFIED & VNX OE VNX5300

1

BASEP-V53

BASE FILE LICENSE (CIFS/FTP) FOR VNX5300

1

ADVP-V53

ADV FILE LIC (NFS; MPFS & PNFS) FOR 5300

1

FSTS-V53

FAST SUITE FOR VNX5300

1

LPS-V53

LOCAL PROTECTION SUITE FOR VNX5300

1

VSPM1GI4CUAS

VNX5300 4 PT 1GBASE-T ISCSI IO MOD PR

1

VSPM8GFFEAS

VNX5300 4 PORT 8G FC IO MODULE PAIR




B2) If different from above Fibre Channel switches, please provide the complete technical specifications for the Fibre Channel switches that the VNX 5300 and its hosts are connected to (model numbers, firmware versions, SFP's being used, copper or optical cables being used, etc.).

Silkworm 4800

Optical Cables

Firmware 6.4.0

B3) Please describe in detail each of the hosts that are currently connected to the VNX 5300.  Include OS type, OS version, applications, connectivity type (speed, physical cabling, etc.).

All Servers are fibre attached.

Db5        2008 R2 Enterprise

Db6        2008 R2 Enterprise

Devdb1                2008 R2 Enterprise

Devdb2                2008 R2 Enterprise

Devrds  2008 R2 Standard

Devrds1               2008 R2 Standard

Fs1         2008 R2 Enterprise

Fs2         2008 R2 Enterprise

Mnjad01              2008 R2 Standard

Odyrepl                2008 R2 Enterprise

Proddb1               2008 R2 Enterprise

Proddb2               2008 R2 Enterprise

Prodsrs 2008 R2 Standard

Pvs1       2008 R2 Enterprise

Pvs2       2008 R2 Enterprise

Qadb1   2008 R2 Enterprise

Qadb2   2008 R2 Enterprise

Vm1       2008 R2 DataCenter

Vm2       2008 R2 DataCenter

Vm3       2008 R2 DataCenter

Vm4       2008 R2 DataCenter

Vm6       2008 R2 Enterprise

Vm8       2008 R2 DataCenter

Vm9       2008 R2 DataCenter

Xen1      XenServer 6.0.2

Xen2      XenServer 6.0.2

Xen3      XenServer 6.0.2

Xen4      XenServer 6.0.2

B4) Are all of the hosts connected to the VNX 5300 properly configured with multipathing software (such as EMC PowerPath; Native Windows 2008 R2 MPIO; or Native VMware MPIO)?

Yes

B5) Please provide a screen shot of the "Initiators" screen on the VNX 5300 Unisphere interface with all of the hosts' connectivity status clearly shown.  (If running an older version of Unisphere, please show screen shot of "Connectivity Status" display.)

B6) Please provide the version number of the VNX OE currently running on the VNX 5300.

05.31.000.5.726

B7) What is the customer's expectation for SAN connectivity downtime during the data migration from VNX 5300 to VNX 5500?


Limited and off hours

B8) Will the VNX "File" (NAS) components need to be migrated from the VNX 5300 to the VNX 5500?

No NAS

B9) There are many methods that can be used to perform data migration (each of which has different pros and cons, costs, and downtime requirements).  Using RecoverPoint to perform data migration from VNX 5300 to 5500 generally provides the least downtime and would make sense to use in this project because RecoverPoint will be purchased for the VNX 5300 and VNX 5500.  Do you have any preference for a different method of data migration, or shall we plan to use RecoverPoint for this purpose?


RecoverPoint
Sub-Project C) Data Migration CX3-40 to VNX 5500
C1) Please provide the complete configuration (part numbers, quantities, and descriptions) for the CX3-40 that was purchased.  This should include all hardware and software components that have been purchased.  (Prices need not be included.)

	1
	VNXRACK-40US
	VNX 40U RACK WITH CONSOLE

	1
	CX3-40
	CX3-40

	240
	
	300 GB 10K Fibre Channel Disks

	16
	
	3U 15 drive 3.5 disk DAE

	1
	
	SnapView License

	1
	
	NaviAnalyzer License

	1
	
	Navisphere License


C2) If different from above Fibre Channel switches, please provide the complete technical specifications for the Fibre Channel switches that the CX3-40 and its hosts are connected to (model numbers, firmware versions, SFP's being used, copper or optical cables being used, etc.).

Silkworm 4800

Optical Cables

Firmware 6.4.0

C3) Please describe in detail each of the hosts that are currently connected to the CX3-40.  Include OS type, OS version, applications, connectivity type (speed, physical cabling, etc.).

All Servers are fibre attached.

DB1        2008 Enterprise

DB2        2008 Enterprise

DB3        2008 Enterprise

Dcconvdb            2008 R2 Standard

Devvibdb             2008 Standard

Exchnod1            2008 Enterprise

Exchnod2            2008 Enterprise

Mnjad02              2008 Standard   

Mnjad04              2008 Standard

Rds01    2008 Enterprise

Rds02    2008 Enterprise

Vm8       2008 R2 DataCenter

Webint3               2008 Enterprise

Webint4               2008 Enterprise

C4) Are all of the hosts connected to the CX3-40 properly configured with multipathing software (such as EMC PowerPath; Native Windows 2008 R2 MPIO; or Native VMware MPIO)?

Yes

C5) Please provide a screen shot of the "Connectivity Status" screen on the CX3-40 Navisphere interface with all of the hosts' connectivity status clearly shown.

C6) Please provide the version number of the FLARE code currently running on the CX3-40.

3.26.40.5.031

C7) What is the customer's expectation for SAN connectivity downtime during the data migration from CX3-40 to VNX 5500?

Limited and off hours
More Questions:

1. Your diagram shows 10GB switches, I’m assuming these are 8GB fiber channel being used with RecoverPoint.
The fiber switches would be 8GB
 
2. It is my understanding that the VPLEX solution has not been acquired yet, do you have an estimate of what that configuration will look like?  
We have 116 Hyper-V Guests, 9 Hyper-V hosts. 4 are 2 pair clusters. 27 SQL Servers. 2005 & 2008. We are looking at some active/active, and fail over.
